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What is Relative Entropy Coding/Channel Simulation?
Encode a random sample from a distribution:

|𝑀| ≤ 𝐈 𝑋, 𝑌 + log(𝐈 𝑋, 𝑌 + 1) + 𝑂(1)

If 𝑞 ≔ 𝑞 𝑋 𝑌 , 𝑝 ≔ E𝑌 𝑞 𝑋 𝑌 :

How does REC work?

Poisson Functional Representation (PFR) algorithm
Ordered Random Coding (ORC) algorithm:
➢ draw samples from share 𝑝 using a shared random seed;
➢ encode the index for the sample that matches 𝑞 the best. 

1st sample from 𝑝
N*-th sample from 𝑝

SLOW!

…

2nd sample from 𝑝

Can we make REC faster?

1. Partition space into 𝐽 bins 2. Reweight each bin 3. Sample from reweighted prior!

- Does this mean we need to encode and transmit the reweighting? 
- No! We only need to encode 

(1) the bin index where the sample is located;  
(2) the sample index in this bin

Overhead introduced by the two-part codes:

Well-bounded for Gaussian 𝐄 𝜖 ≤ 0.9 𝐈[𝑋, 𝑌] , or Uniform

Experimental Results

|𝑀| ≤ 𝐈 𝑋, 𝑌 + 𝐄𝑌 𝜖 + log(𝐈 𝑋, 𝑌 − log 𝐽 + 𝐄𝑌 𝜖 + 1) + 𝑂(1)

𝜖 = 𝐄𝑋∼𝑞[log 𝐽 − log
𝑞(𝑋)

𝑝(𝑋)
]

𝜖 = 0

Apply proposed algorithm for data compression:

Toy example:

Compress CIFAR-10 Images with 
Bayesian Implicit Neural 
Representations:
Our proposed algorithm can handle 
𝐈[𝑋, 𝑌] upto 48 bits, which requires 
248 samples by baselines

Overhead. If 𝐈[𝑋, 𝑌] is large, this 
terms becomes relatively small
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