
Learn an underlying process evolving 𝑝prior → exp −𝑈 /𝑍:        
d𝑋𝑡 = 𝑓𝑡 𝑋𝑡 d𝑡 + 𝜎𝑡d𝑊𝑡 , 𝑋0 ∼ 𝑝prior

be time-reversal of a target process:
d𝑋𝑡 = 𝑓𝑡 𝑋𝑡 d𝑡 + 𝜎𝑡d𝑊𝑡, 𝑋1 ∼ exp −𝑈 /𝑍

 Time-reversal sampler
map between interpolants from prior to exp −𝑈 /𝑍. 

 Escorted transport sampler
matching the forward and backward process:

KL, LV, TB, STB, DB, etc.
matching the forward with marginal interpolants:  

                                    Score matching, PINN, AM, etc.
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What are Diffusion Neural Samplers?

Sampling:
Unnormalized density ෤𝑝 ∝ exp(−𝑈)
Draw sample 𝑋1:𝑁 ∼ exp −𝑈 /𝑍

Simulation-free Neural Samplers?

Trick Counts! 

Sample Efficiency Matters!

Can we skip the expensive simulation in training?  Time-dependent normalizing flow
Same objective as DDS, and allows to jump to any time step to evaluate objective without simulation 

Same objective as DDS, why mode collapse?

Langevin preconditioning:

a. DDS/PIS/DDS/GFN… 

𝑓𝜃 ⋅, 𝑡 = NN1,𝜃 ⋅, 𝑡 + NN2,𝜃 𝑡 ∘ ∇ log 𝑝target(⋅)

b. CMCD/NETS

d𝑋𝑡 =  (𝑓𝜃 𝑋𝑡, 𝑡 + 𝜎𝑡
2∇ log 𝜋𝑡 𝑋𝑡 )d𝑡 + 2 𝜎𝑡d𝑊𝑡

Key Takeaways:
Langevin Preconditioning is crucial for many approaches
Target evaluation times are important yet not widely reported
Efficiency of train-to-sample v.s. sample-to-train is worth exploring
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